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CORRELATION ANALYSIS

• correlation =/ causation

• Strength and direction of a relationship between two

random variables

• Choose variables for model building

• correlation types
- Between continuous (interval

,
ratio) variables

- Between ordinal variables

- Between continuous RV and dichotomous (binary) RV

- Between two binary variables

1 . Pearson's correlation coefficient

• Pearson Product Moment correlation

• strength and direction of linear relationship between two cont .

RVs

n

f = r = COVCX ,Y) covcx,y) = -1m€, Cri -F) Cyi -5)
ox cry
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TI

• values must be normalised (using z statistics)

2x = ✗ - I Zy = Y - J

ox cry

• Pearson's correlation coefficient given by

n n

n

= €, Gii - E) Cyi -g)r= €
,
Zxi Zyi

n ox Oy

g-.
É
,
Gli - E) Cyi -5 )

(n - 1) Sx Sy
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The average share prices of two companies over 
the past 12 months are shown in the table. 
Calculate the Pearson correlation coefficient.

• Correlation varies from -1 to -11

• Simplification of r

n
n

n

r=
n Exiyi - Exi Eyi

i =L in i= ,

nÉxi' - (Ex;)
'
✗ nÉyi ' - (§,yi)

'

it i= ,
it

• If r is +ve
, positive correlation and if r is -ve

, negative
correlation

• If r is correlation coefficient for ✗ Ee Y . Then the correlation

coefficient for 2,= axtb and 2
,
= cytd is r if the

signs of a Eec are same and -rif the signs are different

° Coefficient of Determination R' = r2

Q :

= 292-972

g- = 229.829 } solved using
Sxy= 811242-980 fx -991 EX

8×2 = 1035905-663 calculator

Ey2 = 637209.3349

r= Exy - nñy
Exit -MIZ Ey,-2 - ny→

8=0.728 } can calculate directly with calc
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i. ✗ qy are positively , strongly correlated

spurious correlation

• Due to hidden variables

• (→ A 9 (→ B ,
does A → B

• Eg : stork population 4 human birth rate hidden variable : available

nesting area

• Eg: doctors Ee deaths : Young , 2001

• Eg: Divorce rate in Maine and per capita consumption of

margarine : tylervigen.com

• correlation # relation

Hypothesis Test for correlation coefficient

• Sampling distribution of correlation coefficient r follows

t distribution with n- 2 degrees of freedom Cdf)

• 2 df lost because we estimate two mean values from the

data

© vibhas notes 2021



The average share prices of two companies over the past 12 
months are shown in the table. Conduct the following two 
hypothesis tests at    = 0.05:
(a) The correlation between share prices of two companies 
is zero.
(b) The correlation between share prices of two companies 
is at least 0.5.

• The mean of the sampling distribution is p (population
correlation coefficient)

• standard deviation of the sampling distribution is

1- y2

n - 2

• The t- statistic for the null hypothesis U -- tyz.az
= r- f

¥
• When 1=0

U= tsyz ,n- z
= ✗

n-2

Q :

✗

(a) Ho : f = 0 2--0.05

Ha -

- f =/ 0

8=0.7279

U=tµz , ,o = 0.7279

1- 0.72 >gz

= 3.357

10

Ctwo - tailed test)
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2/2 is between 0.005 and 0.001 }✗ is between 0.01 and 0-002

→ 00 00

. : we can reject Ho and accept Ha ⇒ the correlation in

share prices is not 0

(b) Ho : f 20.5
Ha :p C 0.5

U=t✗
, ,,

= 0.7279 - 0.5
= 1.051

1- 0.72792

10

Right - tailed test

✗ is between 0.10 and 0.25 }

-
: we cannot reject Ho as the p-value > 0.05
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Ranking of 12 countries under corruption and 
Gini Index (wealth discrimination) are shown 
in Table. Calculate the Spearman correlation 
and test the hypothesis that the correlation 
is at least 0.2 at   = 0.02.

2. Spearman Rank Correlation

° Ordinal variables Cfs - population , Rs - sample)

n

rs= 1- 6€, Dia
nCn2 - 1)

Di = difference in the rank of case i cxi - Yi )

• Sampling distribution of rs follows t-distribution with mean

fs and SD with n-2 degrees of freedom

S= I - rs2
n - 2

Q :

✗

rs= I - 6 ( I -111-9-191-1 -14-11+0+4 -14+251-9)

121143)

= 1-
}¥z = 0.7622 © vibhas notes 2021



Ho : f C 0.2 2=0-02

Ha : f 20.2

U= to.oz.io = 0-7622-0.2 =
2-746

+0.762€
10

→ 00 © vibhas notes 2021



Ms Sandra Ruth, data scientist at Airmobile, 
is interested in finding the correlation 
between the average call duration and gender. 
The table provides the average call duration 
(measured in seconds) and gender of 30 
customers of Airmobile. In the table, male is 
coded as 0 and Female is coded as 1. 
Calculate the point bi-serial correlation.

p-value between 0.025 and 0-01

Critical point found (Excel) gives more info; critical point for

2=0.02 is 2.35

i. can reject Ho and accept Ha

3. Point Bi- serial correlation

° Correlation between a continuous RV and a dichotomous RV

• Group ✗ instances into 2 groups : where y= 0 and where

y
-

- l

•

no = no .
of instances with ✗ =o and n

,
= no .

of instances

with ✗ =L

• Pearson's Point Bi - serial correlation

rb
= XT - XT non ,

Sx ncn-17

Q :
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000 0 0

00 O O

O O O O

Fo = 345.07 XT = 339.412 I = 345.33

S×= 71.7189 no = 13 n
,
= 17

rb = -0.0960

i. Very low negative correlation

4 . Phi coefficient

• Both RVs are binary

• Contingency table y

Ñy Ny

Ñ Noo No , Nox

✗

Nx Nio Nil Nix

Nyo Ny , N
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Joy Finance (JF) is a company that provides gold loans 
(in which gold is used as guarantee against the loan). Mr 
Georgekutty, Managing Director of JF, collected data to 
understand the relationship between loan default status 
(variable Y) and the marital status of the customer 
(variable X). Data is collected on past 40 loans and is 
shown in Table 8.8. Calculate the Phi- coefficient. In 
Table , Y = 0 implies non-defaulter, Y = 1 is defaulter, 
X = 0 is single, and X = 1 is married.

µ = Ni , Noo
- Niu Not

NXONX, NYONY ,

D:
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Contingency table

¢ = Ni , Noo
- No Not = 7×13-10×10 = -0.0230

NXONX, NyoNy , 23×17×23×17

Weak negative correlation

REGRESSION

• If there is a significant Linear correlation between RVs ✗ EEY
,

one of the 5 can be true

1. Direct cause 4 effect relationship
2. Reverse cause q effect relationship
3 . Maybe due to third variable

4. Complex interactions of several variables

5. Coincidental
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Dependent Variable Independent Variable

Explained Variable Explanatory variable

Regressand Regressor

Predictand Predictor

Endogenous Variable Exogenous Variable

Controlled Variable Control Variable

Target Variable Stimulus Variable

Response Variable Feature

Outcome Variable

• Independent variable : explanatory variable
Dependent variable : response variable

•

Regression : supervised learning

° Does not capture causality

1- Simple Linear Regression
- two variables

Y= ftp.X ,
+ E
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2. Multiple Linear Regression
-

more than 1 independent variable

Y= Po + fix , -1 - - - + pnxu + E

3. Non-linear Regression

$3
Y -- pot I + Xz + E

pi + Bzxi

Linear Regression
• Linear relationship between dependent variables and regression
coefficients

linear

✗=P , + Bix , + pzxzx, + pzx ,2 c) regression

• Least squares approach used
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Functional Form Of Relationship

TI

Ordinary least squares COLS> Estimation

• Minimum sum of squared error (SSE)

SSE = É Ei' = § (Yi - Po - pi it
in i =L

• Partial derivatives

oosp.si#--E-2CYi-po-p,xi)--oi--12CnBotpiExi-&yi)--0i--1
i:|

%p = É -2CYi - Bo - pixixi = o

i =/

= -2£ (✗ iyi - Boxi - p , ✗F) = 0

1- =L
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https://statisticsbyjim.com/regression/ols-linear-regression-assumptions/

#:~:text=The%20Gauss%2DMarkov%20theorem%20states%20that%20if%20your%20linear%20regressi

on,of%20all%20possible%20linear%20estimators

• Line

g-- g-pit

n n

Exilyi -5)§ , = § (
* Yi - "IT )

= i= ,

Éxicxi -I)É (xp- xiñ)
in

in

° OLS provides Best Linear Unbiased Estimate CBLVE)

Steps : Framework for SLR Model Development
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Table below provides the salary of 50 graduating MBA students of a 
Business School in 2016 and their corresponding percentage marks 
in grade 10. Develop a linear regression model by estimating the 
model parameters.

step 7 :

°

Regression model diagnostics to be performed before applying
a model

o Assumptions should not be violated

step 8 :

° Model must be validated against validation dataset

• Prevent overfitting

D:
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let ✗ = class 10 percent
y= salary

= 61555.3553 § : pot fix

§ , = 3076.1774 Ty = 61555.3553 t 3076.1774

Interpretation of SLR

• If functional form is Y=p^o -1 § , ✗
↳ § , : 0¥ : partial derivative of Y wrt ✗

→ § : ECY / ✗ =o) : expected value of Y when ✗ = 0

Validation of SLR Model

• Ensure validity 4 goodness of fit

° Following measures

1. Prediction accuracy
2. Residual analysis
3. Coefficient of determination (R2)

4. Hypothesis test for regression coefficient CB ,)
5. Analysis of variance
6. Outier analysis
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http://docs.statwing.com/interpreting-residual-plots-to-improve-your-regression/#y-unbalanced-header

Temperature 
(Celsius)

Revenue

28.2 $44

21.4 $23

32.9 $43

24.0 $30

etc. etc.

RESIDUAL ANALYSIS

•

Eg: lemonade stand dataset

•

Regression equation

Revenue = 2-7 ✗ Temperature -35

Residual = Observed - Predicted

•

Accuracy with observed vs Predicted for 2 diff datasets
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• Residual plot

• For good linear models , the residual plots are evenly distributed
with no clear pattern
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• As shown above
,
the four plots

- Are symmetrically distributed , tending to cluster towards the

middle of the plot
- Are clustered towards lower single digits of the y-axis
[close to y=o)

- Do not show any clear patterns

• Models that could be improved show patterns in the residual

plot , indicating that the particular regression chosen is not the

best

• As shown above
,
the four plots

- Aren't evenly distributed
- Have an outlier

- Have a clear shape to them © vibhas notes 2021



HOMOSCEDASTICITY

• A good regression model is assumed to be homoscedastic

• In other words
,
variance of residuals is constant across

different values of ✗

• Variance of residuals is independent of ✗

• If assumption is not met
,
the hypothesis tests become

unreliable
Tl

• If the residual plot is heteroscedastic
,
functional form of

the regression model used is incorrect (misspecification)

Tl
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Residual Analysis

• Check if assumptions of regression model satisfied

1- Residuals (Yi - I;) are normally distributed
2. Variance of residuals is constant homoscedasticity
3. The functional form of regression is correct

4. There are not too many outliers

1. Normal Distribution of Residuals

•

Using P - P CProbability- Probability) plot

• Compares cdf of the two probability distributions with

each other

•

compare if residuals of testing variables matches with

residuals of normal distribution

T1

(from normal

dist with same

mean 6 stddev)

(page 18 of notes

© vibhas notes 2021



http://docs.statwing.com/interpreting-residual-plots-to-improve-your-regression/#y-unbalanced-header

IT

2. Variance of Residuals is constant

Fix 1 : transforming the variable

• common : transform one into log form

• Goal : to get bell-shaped curve
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• Square root transformation

•

Log transformation
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Fix 2 : Adding a New Variable

•

Eg: lemonade stands are more busy over the weekend

without weekend with weekend

3. Functional form of Regression

° Resort to non-linear model

y=l-7K -151 -222-11117-1408

[
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• without x2

• With x2

4. Outlier Analysis

• Observations whose values show a large deviation from

mean value outliers

• Can significantly affect values of regression coefficients© vibhas notes 2021



Effect of Influential Points

= 104.78 -4.102C ^y = 97.51 -3.32K

122--0.94 122--0-55

5=92.54-2-52 5--87-59 -1.6k
slope bo= -2-5 Slope bo= -1-6

122--0.46 122--0-52
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https://www.graphpad.com/support/faq/what-is-the-difference-between-correlation-and-linear-regression/

You have two measuring systems and you want to see how 
well they agree with each other. So you measure the same 20 
parts with each measuring system

You want to predict blood pressure for different doses of a drug

A clinical trial has multiple endpoints and you want to know 
which pair of endpoints has the strongest linear relationship

You want to know how much the response (Y) changes for 
every one unit increase in (X)

Regression vs correlation

• Both : strength of relationship

• Correlation : commutative ; assumes both variables to be random

•

Regression : What is the change in Y for a unit change in
✗

÷

correlation Cinterchangeable?

Q:

regression (prediction)

Q:

correlation C.scatterplot / correlation matrix)

Q:

regression (stope)
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Variation Type Measure Description

Total Variation (SST) Total variation is the difference between 
the actual value and the mean value

Variation explained by the 
model (SSR)

Variation explained by the model is the 
difference between the estimated value of 
Y  and the mean value of Y

Variation not explained by 
model (SSE)

Variation not explained by the model is the 
difference between the actual value and 
the predicted value of Y  (error in 
prediction)

Coefficient of Determination (R2)

. SLR : explained variation 4 unexplained variation

Yi =

pot p ,Xi + Ei
- - -

variation in y variation in Y
variation in

explained by the
not explained by

y the model
model

• Total variation = difference in Yi and I

(Yi -5)
2

cyi - x-p
i

(Yi -YIP
i

£ ( Yi -55 = É ( Ii - IT + É (Yi - Iii
c- = ,

i -- I i= ,

÷ ÷
-

SSE

• SST : sum of squares of total variation
• SSR : sum of squares of variation explained by the regression model
• SSE : sum of squares of errors or unexplained variation
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The R-square value for regression model between the number of 
deaths due to helium poisoning in UK and the number of 
Facebook users is 0.9928. That is, 99.28% variation in the 
number of deaths due to helium poisoning in UK is explained by 
the number of Facebook users.

R' = Explained variation =§s¥=CÑi -IT
Total variation (Yi -55

SSR -- SST - SSE

R2 = 1- SSE = I - ( Yi - Yi}
IT (Yi -F)

'

• min value of r2=R2 given ✗ can be determined using
F-statistic

spurious Regression

© vibhas notes 2021



Hypothesis Test for Regression coefficient Lt -test)

• Regression coefficient =p , (stope)

É Ki Yi
B , = in ki = (Xi - I)

É ki' can be treated as

in constant Cnon-stochastic)

• If p , =o , no statistically linear relationship btw ✗ by

^

. .
^

. .
- .

.
!

^

, ,

'

y=po i - i-
.

'

. .
.
.

. i. . i
'

' if p , = 0
- -.

.

'

.

-

'

. .
i .

>

•

B , assumed to follow normal distribution

• Sampling distribution of p, follows t-distribution with n - I

dof

• Test if p , = 0 or not

Ho : p , = 0 Cno relationship b/w ✗ 9 4)

Ha :p ,
=/ 0 ( there is a relationship b/w ✗ KY)

• Standard error of a statistic is the standard deviation

of its sampling distribution

• SE of estimate : SD of sampling distribution of residuals
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• If a sampled 4 calculated value of § , = 1
,
how do we know

if it is far enough from 0 to be statistically significant?

- If SECR ,) = 0.2 , then p ,̂ = 0.2×5 = 5 standard errors

away from 0

- If SECR,) = 2 , then BY = 2×0.5=0.5 standard errors away
from 0

• How do we know no
.
Of standard errors away from 0

that is enough to classify as statistically significant ?

- critical value : cutoff no . of SES needed for sample
coefficient § , to be statistically significant

• Equation for SE of estimates or SE of residuals

SS of residuals

Eck. - It /
Se = i= ,

n - 2
← 2 dof lost from n

samples due to pio 45 ,

• Standard error of § (regression coefficient)

Sec} ,) = Se

,§C×i -xD
'
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Hypothesis test

Ho :p ,
=0

Ha :p ,
1=0

• t - statistic

e- pi - p, =P:-#secpi)

Test for Overall Model : Analysis of variance (F-test)

• Analysis of variance CANOVA) test if statistically significant

• For SLR
, Ho and Ha of F-test same as t-test (same p-value)

Ho : all regression coefficients are 0

Ha : not all regression coefficients are 0

• F statistic given by

F statistic = MSR = SSR

MSE )

• check p - value from table
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https://youtu.be/3IdvoI8O9hU

2-score

2 = Ii -I
cry

Distance Measures

1. Mahalanobis Distance

- Distance between Xi and centroid of Y
• If distance value > X2 test critical value : outlier

←
mean

• Euclidean distance : DCM >
x) - used commonly

•

Cage)TE"cx-µ)
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https://youtu.be/xc_X9GFVuVU•

Very nice vid 4 channel : (explains
influence

, leverage)

2. Cook's Distance

° How much I changes when particular Xi excluded from

sample for estimation of regression parameters

Di= 8 (YJ - Ija;)
"

j

(k-117 MSE

Tl , Pg 250

• How much predicted value changes without a particular
observation

3. Leverage value

• Influence of an observation on overall fit of regression
function

hi = f- + Cni - E)
2

⇐ Gii -E)
'
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4. DFFit and DFBeta

• DFFit : change in Ii when case i removed from the

dataset

• DFBeta : change in regression coefficient values when obs i

removed from dataset

Sum OF Squared Esson

ÉC Ii -5)
in

•

Regression model : minimise SSE

GRADIENT DESCENT

•

Hypothesis h for SLR

he = 00+0, X

• Find best fit line (alternative to OLS)

• Theory in MI
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• Minimising the cost function by taking steps in the opposite
direction of the gradient

° Apply GD to y=mx -1C

• Initially , let m=o and c=o casually we never start with 0

but for SLR it is okay)

• Let LR =L ( like 0.0001)

n

• Let E- loss function = In SSE
= In §

,
CJ - yi)

"

• Calculate d_E and plug in ×
, y
,
M and c to obtain Dm

om
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Dm --§É=n-§o 215 - cmxitc)) c-xi)

Dm : -2 § Cig - yi > xi
I i=o

• calculate 0¥ = Dc

Dc = = # { 2cg
- Cmxitc))ii.

D= In ÉCY - y;)
i -0

• Update values of M and C using Dm 4 Dc

m= M - L ✗ Dm

c-- C - LX Dc

source : deep learningwizard
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Multiple Linear Regression

• Functional form (can contain fix? , Pixpcz etc.)

• Matrix Representation of terms

Nxt Nxcktl)

(k-117×1 Nxt

• Matrix Representation of functional form

Y = Xp + E © vibhas notes 2021



OLS Estimation

• Assumptions

I -- ✗ §

Multiply by XT to left

✗Ty = ✗Tx§
✗TX is square q invertible

§ = (✗1-✗51 ✗Ty

Estimated value of I

y^= ✗§ = ✗ (✗1-✗5
'
XT Y

→
H= hat matrix / influenceI = HY

matrix© vibhas notes 2021



Framework for Building MLR

cread steps
from T1)

TI

Estimate §
• OLS provides Best Linear Unbiased Estimate CBLUE)

• OLS fits polygon such that SSE is minimum

Model Diagnostics
• F-test - overall significance of model
t-test - significance of each variable

• Presence of multi -colinearity : Variance Inflation Factor CVIF)

(to drop attributes)

°

Adjusted R2 for MLR as R2 normally increases with dimensionality
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• Mean absolute percentage error

K

E 1- Yi -Yi. ✗ 1001
in k Yi

k= no . of validation cases

• RMS error

§%(Yi -Yi.)
'

Part [Semi- Partial) Correlation and Regression Model Building

• Increase in R2 when a new variable is added is given
by the Square of the semi- partial correlation of the newly
added variable with dependent variable Y

• Model with two independent variables

Y=Bo + Bix , t Bzxz + Ei

1. Partial correlation

• correlation between × , 4 Y when ✗ z is constant

• Partial correlation of ✗ , Eey when ✗z is constant
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2. Semi - Partial correlation

• Also called part correlation

•

Relationship between Yq × , when influence of Xz removed

only from ✗
,
and not from Y

•

Removing C and E from ✗ , in the Venn diagram below

:
A

B
C

F
E ↳

✗
, ✗2

• When influence of Xz removed from ✗ ,

© vibhas notes 2021



The cumulative television rating points (CTRP) of a television 
program, money spent on promotion (denoted as P), and the 
advertisement revenue (in Indian rupees denoted as R) 
generated over one-month period for 38 different television 
programs is provided in Table 10.1. Develop a multiple linear 
regression model to understand the relationship between the 
advertisement revenue (R) generated as response variable 
and promotions (P) and CTRP as predictors.

Q:
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MLR Model

R= pot B , CTRP + pszp

Adjusted R2

more

c) later

Cpg 547
n
-
- no . of datapoints
a- no - of independent vars
R' = R2 value

more on it

/ later

R= 41008.840 -1 5931.850 CTRP -1 3- 136 P
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Visualisation of MLR

Partial Regression Coefficients

1. R and CTRP

R= dot ✗ , ✗ CTRP + E ,

• Independent var decided from domain knowledge
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2. P and CTRP

P = Got 8 , ✗ CTRP -1 Ez

3. E
,
and Ez

E ,
= Not M ,

✗ Ez 1- Ez
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Summary

• Every new variable added to the model is partialled out
from other independent variables and regressed with the

partialled out dependent variable

STANDARDISED REGRESSION COEFFICIENTS

•

Regression model built on standardised dependent ay
independent variables

• standardised Beta

fix Sxi
Sy

• Interpretation : for one SD change in explanatory CX) variable,

no . of SDS response CY) variable changes by
One SD change
of CTRP

, 0.732

g)
"" "" "

y
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The data in Table 10.12 provides salary and educational 
qualifications of 30 randomly chosen people in Bangalore. 
Build a regression model to establish the relationship between 
salary earned and their educational qualifications.

Regression Models With Qualitative Variables

° Preprocess categorical vars using dummy variables

Q :

• Use 3 dummy variables and one-not encoding
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     The data in Table 10.15 provides salary, gender, and work 
experience (WE) of 30 workers in a firm. In Table 10.15, gender = 1 
denotes female and 0 denotes male and WE is the work experience 
in number of years. Build a regression model by including an 
interaction variable between gender and work experience. Discuss 
the insights based on the regression output.

Y -- pot B, ✗ Hst PZXUG 1- Pz ✗ PG

• Base category: 000 for None

4=7383.333-1 5437.667 Hs +9860.41704 -112350.000 PG

Interaction variables

• Product of two variables leg:X , XD

•

Usually product of categorical and continuous

Q :
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✗ = potpix Gender -1pAWE + pzx Gender✗ WE

✗ = 13443.895-7757.751 ✗Gender -13523.547 WE -2913.908 ✗ WE✗ Gender

→
Gender female =/ Gender T Cfemale)

,

mate = 0 Salary to by 7757.751
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Regression Model Diagnostics
• F-test - overall significance of model
t-test - significance of each variable

• Presence of multi -colinearity : Variance Inflation Factor CVIF)

(to drop attributes)

• Mean absolute percentage error

§ 1- Yi -Yi. ✗ 1001
in K

Yi

Ki no . of validation cases

• RMS error

§%(Yi -Yi.)
'

Adjusted R2

R? I - SSE

Sst

k= no . of

Adjusted R' = 1 - SSE/ (n - k-1) independent vars
SSTXH - 1)
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t-Test - statistical significance of Individual variables

. Estimate of § Lpg 427

p^= Cxtxj
'

✗Ty

• Residuals follow normal distribution C.assumption for MLR)
⇒ Y follows ND

⇒ § follows ND

• SD of p estimated from the sample ⇒ t-test used

• Hypothesis test

Ho : no relationship between Xi and Y

Ha: there is a relationship between Xi and Y

• Or

Ho : Bi --0

Ha -

- pi =/ 0

• t -- pi - o = pi
se Cpi ) Se Cpi)

\
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F- test statistical significance of Overall Model

• check statistical significance of overall model with ✗

• Conduct residual analysis Cpg 207

• check for presence of multi-colinearity (strong correlation b/w
independent variables)

• Hypothesis test

Ho :B ,=p, = . - - =pn=o
Ha : not all pi's are 0

• F statistic

F- = MSR_ Cpg 32)
MSE

Partial F-Test

° Assume for dataset of N observations
,
a full model Ck ind

.

vars) and a reduced model Cr ind . vars) are defined

Cr Lk)

• Full model

Y= pot fix , -1 Bzxzt - - - + BuXu

• Reduced model

Y = ✗
☐
+ X

,
X, -1×2×2-1 - - - + ✗rxr
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• Objective of Partial F- test : check if additional variables

✗
rti ,

✗
rtz > - - .

,
✗
u
are statistically significant

° Hypothesis test

Ho : Prt , = Briz
= ' ' - =

Bu = 0

Ha : not all pr+ , , . . . , Bu are 0

• Partial F statistic

Partial F-- ( CSSER
- SSE
,
) / (k-r))

MSEP

SSER : SSE in reduced model

SSEP : SSE in full model

MSEF : MSE in full model

Variance Inflation Factor

• Extent of multicolinearity

y = pot B ,
X
, + Bzxz

• Regression model b/w Xia ✗ 2

✗
,
= do -14×2

• Variance inflation factor

✓ IF =

, , lay
C- R,?) : tolerance
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• Tolerance : I - R,E

• In t-test
,
t-statistic gep÷ may be deflated due to colinearity

• Se Cpi) inflated by F- , or t- statistic deflated by F-

• Actual t-value given as

tactual =

g§py ✗ Vlf

Handling Multi- Collinearity
• PCA - creates orthogonal components

• Advanced models : Ridge Regression , LASSO Regression

Auto- correlation

• Time-series data

Yt = Go + B ,
✗
+
+ Et

• Read IT 10.15 for explanation

• under- estimation of p-value

• Presence of auto - correlation determined from Durbin-Watson

test
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Durbin- Watson Test

• Let p be correlation between Et and Et. ,
CPearson's)

• Hypothesis test

Ho :p
--0

Ha : PFO
need not

• DW statistic I memorize

n n

ECei-ei.DZ
D= i=z ± 2/1 - ⇐ eiei -YÉ e

,

? §ei2
in

it

° D lies between 044

• Critical values : D
,
and Du
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https://youtu.be/3IdvoI8O9hU

Distance Measures

1. Mahalanobis Distance

- Distance between Xi and centroid of Y
• If distance value > X2 test critical value : outlier

•

Cpg 36)

Dmcxi) : [✗ i_µi)T5'(Xi -Mi)

• Takes spread into account [51 : covariance matrix)
• Helps find outliers

2. COOK'S Distance

• measures change in B when a sample is left out

Di = (Ñj - Ñjci,)T( YJ - Ñjci , )
(Rtl) ✗ MSE

3. Leverage value

• Influence of an observation on overall fit

hi = [Hii]= ✗ (✗
+

✗5
'
✗
T

hi = Mahalanobis Dist
'

+IN-1 N
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4. DFFit and DFBeta

• DFFit : diff in fitted value when observation is removed

• SDFFit : standardized DFFit

DFFit = Ji - Dili)
• y^i : prediction of ith value

, including ith observation

• go.ci, : prediction of ith value
, excluding ith observation

• SDFFit

ji - Diii )
SDFFit =

Seti) hi

• DFBeta

DFBeta
,
- Cj)=§j - Ñjci)

• SDFBeta

SDFBeta ; (j) = Bj - §jci)
self ,- lip © vibhas notes 2021



Variable selection in Regression Model Building

(a) Forward selection

• k independent variables in dataset

• One variable added at every step

step 1

• start with 0 variables

. Calculate correlation b/w all X 's and Y

step 2

• Develop SLR by adding variable with highest f

Y=BotBi✗i

• Create new model Y= do -12 ,
✗
i
+ Lz Xj Cjti)

(there are k-1 models)

• Conduct partial F-test to check if Xj is statistically significant
at 2

step 3

• Add Xj from step 2 with smallest p-value based on partial
F-test (if p-value c x)

step 4

• Repeat step 3 until smallest p-value is > ✗ or all variables

are exhausted © vibhas notes 2021



(b) Backward selection

• Remove one variable at a time using F-test

step 1

° Assume model is MLR with n independent variables (full model)

Y -- pot P ,X ,
+ pzxzt . . -

+pnxn

step 2

• Remove one variable Xi from the model (there will be k

such models)

• Perform partial F-test between the models in step 1 and

step 2

step 3

• Remove the variable with largest p-value if p -value > ✗

step 4

° Repeat until largest p-value < ✗ or no variables in model

(c) Stepwise Regression

• Combination of forward and backward

• Entering criteria (2) based on smallest p-value of partial F-test

• Exiting criteria cp) based on largest p-value (✗ < B)© vibhas notes 2021



Avoiding Overfitting
- Mallow's Cp

Cp = SSEP - (N -2p)

Mstfull

Transformations

•

Deriving new dependent/ independent variables to identify correct

functional form of LR

. Transformation helps with

1 . Poor fit Clow R
')

2. Pattern in residual analysis Cpg 207
3. Residuals do not follow normal dist

4. Residuals are not homoscedastic
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   Table 10.28 shows the data on revenue generated (in million 
of rupees) from a product and the promotion expenses (in million 
of rupees). Develop an appropriate regression model.

D:

Y = Revenue in Millions

✗ = Promotion Expenses

Scatterplot
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• Does not look linear . Consider

✗ = Got fix
• Model summary

• Residual plot

© vibhas notes 2021



• Transform into

Y= pot p , lncx)

• New residuals - no pattern

• How to decide on transformation? © vibhas notes 2021



TUKEY 4 MOSTELLER BULGING RULE

• To find correct functional form of regression

RB

i suggested transformations based on the shape of the scatterplots
as identified using the quadrants

I
should

•

Fig. 10.9
,
scatterplot from Q2

remember
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https://freakonometrics.hypotheses.org/149670

QUA CTI , pg 2637

/

Explanation: (a)DW , autocorrelation ,

(b) Functional form requires finding association relationship
cc) correlation ⇒ causation

✓
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&

, y

not

(Wrt Po , B,

:
✓

✓

F- 0.8 R? §§¥ Cpg 3D

-

&
Note : 3rd or 4th
Quadrant

✓
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✓

✓

Q :

hell F.gg -8--02--2-4 -8*2--8-020020 EDIE 1.63

(a) r = Cork >4) = § Cxi -F) (Yi -F)
=
fry - nñy

Ex cry
in

Sx Sy Sx Sy

= 7786.37 - 10×86.15×2-326 = -0.8026

20.592 ✗ 0.407 © vibhas notes 2021



(b) 2=0.01

Ho : 1>-0 dof --38

Ha : f
< 0

t= rf = -0.8026 = -8.29 Check for right

¥-1 0-0967 tail 8.29)

{ ☐ ☐
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critical point : between 2-423 and 2- 438

- : reject Ho and accept Ha

(C) Ho : f Z
- O - 4 2=0.1

Ha : f L
- 0.4

1- = -0.8026-10.4 = -4.163

0.0967

critical point (for right tail) : b/w 1.30341-306

i. we reject Ho

Q :
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r -- l - 6 §
,

Did

n(n' -1)

state Rank Corr Rank Lit IDI ( diff)

Bihar 1 16 15

J&k 2 12 10

r= -0.4588 Cnegative correlation)

Ho : 1=0 2=0.05 2/2=0.025
Ha :p =/ 0 dof = 14

1- = -1.932

p-value for 2-tailed test is 2-145

.
: cannot reject Ho

Multivariate Regression CMVLR)

• Predict multiple dependent variables from multiple independent
variables

p

Yin = bout I bjkxij + ein i c- {1,2, - . . ,n}

j=l KE { 1,2 , . . . ,m}
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http://users.stat.umn.edu/~helwig/notes/mvlr-Notes.pdf

Assumptions of MVLR

1. Relationship b/w Xj 4 Yu is linear

2. Xij and Yik are observed random variables (known constants)

3. Cei, , . . . > eim) dN( 0m , E) is an unobserved random vector

4. bk = (bou , bin , . . .

, bpk)
' for k C- {1 , . . . ,m} are unknown constants

5. (Yin/ ✗ iz > . . .

,
✗
ip
) ~ NCbout § bjuxij , run) for each KE {1 , . . . >m}

j =L

MVLR Model -Matrix Form

✗ = ✗Bt E

Hat Matrix

I = ✗ 15
-

- ✗ (✗Tx )
- '

✗Ty
= HY

[ symmetric , idempotent© vibhas notes 2021



http://scott.fortmann-roe.com/docs/BiasVariance.html

Bias- Variance trade-off

• c- really good explanation
- n observations
• SLR with ✗ Ee Y
•

Normally distributed error term with variance 02

Y= Xp + E

E ~ NCO
,
02)

• Errors is ideally close to 0

• True value of p unknown

• Estimated as § such that SSR is minimum COLS)

Recall RZ = SSR

Tst
• Loss function (sum of squared errors)

n

Lois (B) = cyi-xo.BY =/ ly - ✗pill
'

Bois = (✗
+
✗51 (✗Ty )

Bias

- Difference between true population parameter and expected sample
estimator

Bias (pins) = Elfers ) - P
- Measures accuracy
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http://scott.fortmann-roe.com/docs/BiasVariance.html

Variance

- measures spread or uncertainty

Var (pins) = 02 (✗Tx)
-l

- unknown error variance 02 is estimated from residuals as

82 = ETE E = y
- ✗§

n-m

ETE : SSE of E

n : no . of samples
m : no

.
of parameters being estimated (B)

Visualizing - Bull's Eye Model

source :
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Model 's Error in terms of Bias and variance

• Error decomposed into 3 parts
d) Error due to large variance

(2) Error due to significant bias
(3) Unexplained error

E-(E) =(ECx§) - Xp)
-

+ E ✗ xp) - Ecxpi>5) +02
= bias't variance + 02
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LASSO 4 RIDGE REGRESSION

• Reduce model complexity (read slides for details)

1- LASSO

• Least Absolute Shrinkage Selector Operator

° Same assumptions as MLR except normality of error

• Tends to zero out (remove) some features Cfeature selection)

• Uses 4 norm or absolute values of coefficients scaled by
shrinkage

É ( yi - ji)
"

+ ✗ Élpjl
in j=1

• 7 is tunable

2. Ridge

• Shrinkage term added to objective SSE function

←
OLS

• ✗=o has no effect
,
✗→ A regression coefficient estimates → o

n p

E ( yi - ji)
"

+ ✗ E (pi)
in j=1

• Used when data suffers from multi- colinearity

• Must scale input

Ñij = Xij

* Ei!, (xij -Ij)
"
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Source: An Introduction to Statistical Learning by Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani
Source: Towards Data Science

f. = argminlly-xp.li + d 11PM ,
p toss

' B-- argpminlly-xp.lt?
+ 11pm?

1pA -11821<-5 B12 -1 pies
contours

of residual
Sos [

LI regularization L2 regularization

• correlated vars have similar weights in Ridge

• One high 4 others close to 0 for lasso correlated vars)

• Achieve reduction in variance without increase in bias

choice of Regularization Parameter

• How much bias acceptable to decrease variance?

• Choose 7 so that All or BIC is smallest © vibhas notes 2021



http://users.stat.umn.edu/~helwig/notes/polyint-Notes.pdf

• Estimate with many different values for ✗ and choose one that

minimizes AIC or BIC

• Akaike Information criterion Cline R2 )

Akridge
=
n ln CEE) + 2df } want to min

rigde

• Bayesian Information Criterion Cline adjusted R2)

BIC
ridge

= nln (ETE) +2 dfridgeln (n) } want to
f min

• df
ridge

= no of degrees of freedom
parameters

3. Elastic Net Regression

• Combining Ll Eg L2 norms

§ -

- argmin ( Ily- ✗pli-XNBHI-HHB.tl)
B T T

ridge lasso

POLYNOMIAL REGRESSION MODEL

f-Get -- ao tape tape -1 . . . + anxn

n

= 9jxJ
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Model Form

yi=
&
j=o
bj " it

"

t Ei

bo = intercept and Xo =/

Ei ~ NCO
,07

Matrix Form

Y=XBte

PR and MLR

• X q un are not independent in PR

• n > p to fit polynomial regression model

• Multicolinearity in PR thigh power, high multicolinearity)

• One solution: mean - centering Cx
"
→ xn - meanlxn))
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solution 2 : orthogonal Polynomials

Zo = ao orthogonal
21 = 9 , + b ,X } polynomials22 = 92-1 bzk t Czx

'

23 = aztbzx-czx.lt dz is

such that zjtzk -- O for all j =/ K

Non - Linear Regression
•

Detecting : theory, scatterplot , seasonality in data , insignificant p

• Can do incremental F- tests

• Two ways to construct non-linear features

1. Explicitly - feature vector
2. Implicitly - using kernels (read MI unit 2- SVMS)

- done by
the model

Popular Models

1- Exponential model y
-
- aeb"

2. Power model y
= axb

3. Saturation growth model y = ax
btx
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Logistic Regression
° For classification problems
• Odds : odds of an event with probability p occurring =¥(ratio of success : failure)

- Eg : with binary gender , will a customer purchase a product
or not

Total

265

246

Pcfemale purchase / customer is female ) = 151
265

PCnot purchasing / customer is female)
-

-101
265

Odds Cfemale purchasing) = 1,5¥ x 1-5

higher odds → higher chance of success

Odds Ratio

• Which group (male /female) has higher odds of success

• Odds ratio (female) = odds of successful female purchase
odds of successful male purchase© vibhas notes 2021



https://towardsdatascience.com/logit-of-logistic-regression-understanding-the-fundamentals-f384152a33d1

• Odds = I
1-Tl

• odds ratio = (ti) / ( 1- IT ,)
(Tb) / ( 1- to)

logit Function

Tl C- [0
,
I ]

When 1-1=0.5
, ln(g)= 0

•

5- potpie , Bo -- 5- ^p,I
y

average ( Logitltl))
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Logistic Transformation

lnf IT

1-t )
= Pot fix

F- = e.
Bot Bix

1-IT

17 = (1-+1) e.
Potpie

= e.
Both" Potpie

- Tle

Both"
) = @

Bot fix
Tlllte

IT = e.

Both"
= ,

It e
Both" t e

- th -fix)

logistic regression model

✗+ BX
Ply -- l / ✗ =x) = Tllx) = e

It extpx
= sigmoid function
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Likelihood Function for Binary Logistic Function
2

PLY =L / Z= pot fix , -1 . . - + pmxm)
-
- IT (2) = e pdf

l t e
2

Probability Likelihood Function

PCY;) = IT (2)
"i
( 1- tcz))

" %

Estimation of Parameters

• Assume n observations Y
, , Yz , . . . , Yn

• Likelihood function: joint probability L = PCY , ,Yz , . . . ,Yn) for a
specific zi-po-ppc.it . - - + prikni is

n

L= PCY
, , Yz , . . . ,Yn) = IT ITCZ;)

""
( I -1712;D

"" "

i-- I

• Log- likelihood function
n n

bn (L) = E Yi bn (Tiki)] + Ecl-Yi ) bn [I -Tiki))
c-=L

i -- I
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• For simplicity , let Zi -- Got fnxi

Yilnf
eA+A×i
It e

Po -1hm ) + ( 1-Yi )( bn ( 1- e.
Both>Ii

It eP0+Axi))

= Yilnf eh
-1mi

It e Botpixi )
+ ( 1-Yi)(ln( ,

It e%+PMi ) )
= Yi otpixi) - hn(Heh -19mi )

n Botpii
)LL -- brill)= E Yicpotp ,✗;) - Éhn( Ite

i :| i =\

• Partial derivatives Wrt Po 4ps ,

n n Po -1ft"i
dLL_ = E. Yi - E e -

dpo
in i -4 it

- °

E- = § Yixi - § xieP°+P '"i
= ☐

Of , i= '

i-il-epo-pixi.NO
closed form solution > gradient descent
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https://en.wikipedia.org/wiki/Logistic_regression

Interpretation of LR Coefficients

•

p , : change in lnlodds ratio) for unit change in X
,

•

p , : change in
odds ratio by eh

p ,
= bn ( ITH-11) / ( 1-Tltx -11))

Tllx) / (1-TICK-11)) )

Q : PCpassing exam)

Zi = -4.07771-1-5046 Xi

Yi = 1

It e-Zi
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Logistic Regression Model Development

so -20
,

k -fold

r
can go back
anywhere

>

1

SPLITTING DATA

•

Training dataset : sample used to fit model

• Validation dataset : sample used to provide unbiased evaluation of a

model tuning hyperparameters becomes biased

• Test dataset : provides unbiased evaluation of final model no further

tuning
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• Dataset split ratio : depends on model ; can be so -20
,
70-30

CONFUSION MATRIX

Predicted

Real email spam email

real email TN FP
Actual

spam email FN TP

Accuracy

accuracy = TP + TN

TP + TN + FPTFN

Recall

• How many +ve cases caught (sensitivity) ; not missed
• True positive rate

recall = TP

TP + FN

Specificity

• How many
- ve cases caught ; not missed

specificity -- TN

TNTFP © vibhas notes 2021



Precision

° Correct positive cases out of predicted positive cases

precision = TP

TP + FP

F1 score

. Harmonic mean of precision and recall

F1 score = 2 ✗ recall ✗ precision
recall + precision

•

Higher score → better co is worst
,
I is best)

• Only if precision and recall are 1001
,
1=1--1

Q : which model is better wrt Class A ?

Prediction Prediction

A A
'

A A
'

TP FN TP FN

A 60 34
A

90 4
Actual Actual

TN FP TN
a,

FP
A
'

I 12 8 5

11) (2)
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Accuracy, = TP + TN Accuracy = TP + TN
2

TPTFPTTNTFN TPTFPTTNTFN

= 72
= 0-67 = 9¥ = 0.89

107

Precision ,= TP Precision; TP

TPTFP TPTFP

= 60 = 0.98 = ¥ = 0.92

61

Recall
, -_+pT÷gg

Recall TP_
TPTFN

= 60 = 0.64 = 9o_ = 0.96

94 94

Fl score ,=2×&÷x¥ Fl score;- 2×99-0,
✗ 9¥

¥+61 9%+90-461

= 23,1--0.77 = = 0.94

i. Model 2 is better
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Multi - Class Confusion Matrix

Predicted

① ② ③

Actual ④ ⑤ ⑥

⑦ ⑧ ⑨

Recall (A) = TP
=

①

TPTFN ① +②+ ③

Specificity (B) = TN = ① +⑨
TNTFP ①+⑨ +② 1-⑧

Precision (C) =TP_ =
⑨

TP+ FP ⑨ +③+ ⑥

CONCORDANT 4 DISCORDANT PAIRS

• Discordant : A pair of +ve and - ve observations where the model has

no cutoff probability to correctly classify them

• Concordant : A pair of tire and -ve observations where the model has

a cutoff probability to correctly classify them

• If probability of +ve sample > probability of -ve sample ,
concordant pair © vibhas notes 2021



• If probability of +ve sample < probability of -ve sample,
discordant pair

• Area under Roc curve is proportion of concordant pairs in the
dataset

Roc - Receiver Operating characteristics

• ROC curve : FPR = 1- specificity = I - TNR vs TPR = sensitivity
Cfor diff threshold values)

. Higher area ⇒ better prediction ability > check MI for details
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AUC = P(Random Positive Observation) > 
P(Random Negative Observation)

Area Under Curve CAUC)

• Probability that a model will rank a randomly chosen +ve

higher than randomly chosen -ve

AUC = 0.629 AUC = 0.801

General Rule for Acceptance

• If area E 0.5 > no discrimination
• If 0.7 E area < 0.8 > acceptable
• If 0.8 E area < 0.9 > excellent
• If area I 0.9 > outstanding
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Youden 's Index for optimal Cutoff Probability

• Best sensitivity for least FPR

Youden's Index = J statistic =

mpax (sensitivity
(p) + specificity cp)

-1)

Cost - Based Cut-off Probability

• Penalize misclassifications Co ,
: misclassify 0 as I CFP)

Go : misclassify 1 as 0 (FN)

Prediction

0 1

optimal cutoff probability
- (

o )

Actual

°

Min [ co , Po, + GoPro]
P

I Go
- J

threshold
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https://stats.stackexchange.com/questions/342329/gini-and-auc-relationship

Lorenz curve

Gini coefficient

• Different from Gini index used in decision trees

i statistical measure of dispersion

Gini coefficient = n¥ = 2 AUC - l

e

QUA CTI , pg 3237

✓

Partial f- test : fit for partial model
t-test : significance of § ,
DW : autocorrelation b/w successive error terms
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✓

✓ ✓

&

✓

Multicolinearity destabilizes model

*
✓

LOOK : VIF

:
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✓

✓

O

E

✓
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÷
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